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Abstract

This document aims to enrich the Distributed Denial-of-Service Open Threat Signaling (DOTS)
signal channel protocol with various telemetry attributes, allowing for optimal Distributed
Denial-of-Service (DDoS) attack mitigation. It specifies the normal traffic baseline and attack
traffic telemetry attributes a DOTS client can convey to its DOTS server in the mitigation request,
the mitigation status telemetry attributes a DOTS server can communicate to a DOTS client, and
the mitigation efficacy telemetry attributes a DOTS client can communicate to a DOTS server. The
telemetry attributes can assist the mitigator in choosing the DDoS mitigation techniques and
performing optimal DDoS attack mitigation.

This document specifies two YANG modules: one for representing DOTS telemetry message types
and one for sharing the attack mapping details over the DOTS data channel.

Status of This Memo

This is an Internet Standards Track document.

This document is a product of the Internet Engineering Task Force (IETF). It represents the
consensus of the IETF community. It has received public review and has been approved for
publication by the Internet Engineering Steering Group (IESG). Further information on Internet
Standards is available in Section 2 of RFC 7841.

Information about the current status of this document, any errata, and how to provide feedback

on it may be obtained at https://www.rfc-editor.org/info/rfc9244.

Copyright Notice

Copyright (c) 2022 IETF Trust and the persons identified as the document authors. All rights
reserved.

Boucadair, et al. Standards Track Page 1


https://www.rfc-editor.org/rfc/rfc9244
https://www.rfc-editor.org/info/rfc9244

RFC9244 DOTS Telemetry June 2022

This document is subject to BCP 78 and the IETF Trust's Legal Provisions Relating to IETF
Documents (https://trustee.ietf.org/license-info) in effect on the date of publication of this
document. Please review these documents carefully, as they describe your rights and restrictions
with respect to this document. Code Components extracted from this document must include
Revised BSD License text as described in Section 4.e of the Trust Legal Provisions and are
provided without warranty as described in the Revised BSD License.

Table of Contents

1. Introduction

2. Terminology

3. DOTS Telemetry: Overview and Purpose
3.1. Need for More Visibility
3.2. Enhanced Detection

3.3. Efficient Mitigation

4. Design Overview
4.1. Overview of Telemetry Operations
4.2. Block-Wise Transfers
4.3. DOTS Multihoming Considerations
4.4. YANG Considerations

5. Generic Considerations
5.1. DOTS Client Identification
5.2. DOTS Gateways
5.3. Uri-Path Parameters and Empty Values
5.4. Controlling Configuration Data
5.5. Message Validation
5.6. ANote about Examples

6. Telemetry Operation Paths
7. DOTS Telemetry Setup Configuration
7.1. Telemetry Configuration
7.1.1. Retrieving the Current DOTS Telemetry Configuration
7.1.2. Conveying the DOTS Telemetry Configuration
7.1.3. Retrieving the Installed DOTS Telemetry Configuration

Boucadair, et al. Standards Track Page 2


https://trustee.ietf.org/license-info

RFC9244 DOTS Telemetry June 2022

7.1.4. Deleting the DOTS Telemetry Configuration

7.2. Total Pipe Capacity
7.2.1. Conveying DOTS Client Domain Pipe Capacity
7.2.2. Retrieving Installed DOTS Client Domain Pipe Capacity
7.2.3. Deleting Installed DOTS Client Domain Pipe Capacity

7.3. Telemetry Baseline
7.3.1. Conveying DOTS Client Domain Baseline Information
7.3.2. Retrieving Installed Normal Traffic Baseline Information

7.3.3. Deleting Installed Normal Traffic Baseline Information

7.4. Resetting the Installed Telemetry Setup
7.5. Conflict with Other DOTS Clients of the Same Domain

8. DOTS Pre-or-Ongoing-Mitigation Telemetry
8.1. Pre-or-Ongoing-Mitigation DOTS Telemetry Attributes
8.1.1. Target
8.1.2. Total Traffic
8.1.3. Total Attack Traffic
8.1.4. Total Attack Connections
8.1.5. Attack Details
8.1.6. Vendor Attack Mapping
8.2. From DOTS Clients to DOTS Servers
8.3. From DOTS Servers to DOTS Clients
9. DOTS Telemetry Mitigation Status Update
9.1. From DOTS Clients to DOTS Servers: Mitigation Efficacy DOTS Telemetry Attributes
9.2. From DOTS Servers to DOTS Clients: Mitigation Status DOTS Telemetry Attributes
10. Error Handling
11. YANG Modules
11.1. DOTS Signal Channel Telemetry YANG Module
11.2. Vendor Attack Mapping Details YANG Module

12. YANG/JSON Mapping Parameters to CBOR

Boucadair, et al. Standards Track Page 3



RFC9244 DOTS Telemetry June 2022

13.IANA Considerations
13.1. DOTS Signal Channel CBOR Key Values
13.2. DOTS Signal Channel Conflict Cause Codes
13.3. DOTS Telemetry URIs and YANG Module Registrations

14. Security Considerations
14.1. DOTS Signal Channel Telemetry
14.2. Vendor Attack Mapping

15. References
15.1. Normative References

15.2. Informative References

Acknowledgments
Contributors

Authors' Addresses

1. Introduction

IT organizations and service providers are facing Distributed Denial-of-Service (DDoS) attacks
that fall into two broad categories:

1. Network-layer and transport-layer attacks target the victim's infrastructure. These attacks
are not necessarily aimed at taking down the actual delivered services; rather, these attacks
prevent various network elements (routers, switches, firewalls, transit links, and so on) from
serving legitimate users' traffic.

The main method of such attacks is to send a large volume of traffic (e.g., high-pps (packets
per second) traffic) toward the victim's infrastructure. Typically, attack volumes may vary
from a few hundred Mbps to hundreds of Gbps or even Tbps. Attacks are commonly carried
out leveraging botnets and attack reflectors for amplification attacks (Section 3.1 of
[RFC4732]) such as NTP (Network Time Protocol), DNS (Domain Name System), SNMP (Simple
Network Management Protocol), or SSDP (Simple Service Discovery Protocol).

2. Application-layer attacks target various applications. Typical examples include attacks
against HTTP/HTTPS, DNS, SIP (Session Initiation Protocol), or SMTP (Simple Mail Transfer
Protocol). However, all applications with their port numbers open at network edges can be
attractive attack targets.

Application-layer attacks are considered more complex and harder to categorize and are
therefore harder to detect and mitigate efficiently.
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To compound the problem, attackers also leverage multi-vectored attacks. These attacks are
assembled from dynamic network-layer and application-layer attack vectors and other tactics.
As such, multiple attack vectors formed by multiple attack types and volumes are launched
simultaneously toward a victim. Multi-vector attacks are harder to detect and defend against.
Multiple and simultaneous mitigation techniques are needed to defeat such attack campaigns. It
is also common for attackers to change attack vectors right after a successful mitigation,
burdening their opponents with changing their defense methods.

The conclusion derived from the aforementioned attack scenarios is that modern attack
detection and mitigation are most certainly complicated and highly convoluted tasks. They
demand a comprehensive knowledge of the attack attributes and the normal behavior of the
targeted systems (including normal traffic patterns), as well as the attacker's ongoing and past
actions. Even more challenging, retrieving all the analytics needed for detecting these attacks is
not simple with the industry's current reporting capabilities.

The Distributed Denial-of-Service Open Threat Signaling (DOTS) signal channel protocol
[RFC9132] is used to carry information about a network resource or a network (or a part thereof)
that is under a DDoS attack. Such information is sent by a DOTS client to one or multiple DOTS
servers so that appropriate mitigation actions are undertaken on traffic deemed suspicious.
Various use cases are discussed in [RFC8903].

DOTS clients can be integrated within a DDoS attack detector or within network and security
elements that have been actively engaged with ongoing attacks. The DOTS client mitigation
environment determines that it is no longer possible or practical for it to handle these attacks
itself. This can be due to a lack of resources or security capabilities, as derived from the
complexities and intensity of these attacks. In this circumstance, the DOTS client has invaluable
knowledge about the actual attacks that need to be handled by its DOTS server(s). By enabling the
DOTS client to share this comprehensive knowledge of an ongoing attack under specific
circumstances, the DOTS server can drastically increase its ability to accomplish successful
mitigation. While the attack is being handled by the mitigation resources associated with the
DOTS server, the DOTS server has knowledge about the ongoing attack mitigation. The DOTS
server can share this information with the DOTS client so that the client can better assess and
evaluate the actual mitigation realized.

DOTS clients can send mitigation hints derived from attack details to DOTS servers, with the full
understanding that a DOTS server may ignore mitigation hints, as described in [RFC8612]
(Gen-004). Mitigation hints will be transmitted across the DOTS signal channel, as the data
channel may not be functional during an attack. How a DOTS server handles normal and attack
traffic attributes, and mitigation hints, is implementation specific.

Both DOTS clients and servers can benefit from this information by presenting various
information details in relevant management, reporting, and portal system:s.

This document defines DOTS telemetry attributes that can be conveyed by DOTS clients to DOTS
servers, and vice versa. The DOTS telemetry attributes are not mandatory attributes of the DOTS
signal channel protocol [RFC9132]. When no limitation policy is provided to a DOTS agent, it can
signal available telemetry attributes to its peers in order to optimize the overall mitigation
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service provisioned using DOTS. The aforementioned policy can be, for example, agreed upon
during a service subscription (which is out of scope for this document) to identify a subset of
DOTS clients among those deployed in a DOTS client domain that are allowed to send or receive
telemetry data.

Section 11.2 of this document specifies a YANG module that augments the DOTS data channel
[RFC8783] with information related to attack details. Sharing such details during 'idle’ time is
meant to optimize the data exchanged over the DOTS signal channel.

2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT",
"RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be
interpreted as described in BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all
capitals, as shown here.

The reader should be familiar with the terms defined in [RFC8612].

"DOTS telemetry" is defined as the collection of attributes that are used to characterize the
normal traffic baseline, attacks and their mitigation measures, and any related information that
may help in enforcing countermeasures. "DOTS telemetry" is an optional set of attributes that can
be signaled in the DOTS signal channel protocol.

The Telemetry Setup Identifier (tsid) is an identifier that is generated by DOTS clients to uniquely
identify DOTS telemetry setup configuration data. See Section 7.1.2 for more details.

The Telemetry Identifier (tmid) is an identifier that is generated by DOTS clients to uniquely
identify DOTS telemetry data that is communicated prior to or during a mitigation. See Section
8.2 for more details.

"Overlapped"lower numeric 'tsid' (or 'tmid') refers to the lower 'tsid' (or 'tmid') value of two
overlapping telemetry requests.

The term "pipe" represents the maximum level of traffic that the DOTS client domain can receive.
Whether a "pipe" is mapped to one or a group of network interfaces is deployment specific. For
example, each interconnection link may be considered as a specific pipe if the DOTS server is
hosted by each upstream provider, while the aggregate of all links to connect to upstream
network providers can be considered by a DOTS client domain as a single pipe when
communicating with a DOTS server not hosted by these upstream providers.

This document uses IANA-assigned Enterprise Numbers. These numbers are also known as
"Private Enterprise Numbers" and "SMI (Structure of Management Information) Network
Management Private Enterprise Codes" [Private-Enterprise-Numbers].

The meanings of the symbols in YANG tree diagrams are defined in [RFC8340] and [RFC8791].
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Consistent with the convention set in Section 2 of [RFC8783], the examples in Section 8.1.6 use "/
restconf" as the discovered RESTCONF API root path. Within these examples, some protocol
header lines are split into multiple lines for display purposes only. When a line ends with a
backslash ("\") as the last character, the line is wrapped for display purposes. It is considered to be
joined to the next line by deleting the backslash, the following line break, and the leading
whitespace of the next line.

3. DOTS Telemetry: Overview and Purpose

Timely and effective signaling of up-to-date DDoS telemetry to all elements involved in the
mitigation process is essential and improves the overall DDoS mitigation service's effectiveness.
Bidirectional feedback between DOTS agents is required for increased awareness by each party
of the attack and mitigation efforts, supporting a superior and highly efficient attack mitigation
service.

3.1. Need for More Visibility

When signaling a mitigation request, it is most certainly beneficial for DOTS clients to signal to

DOTS servers any knowledge regarding ongoing attacks. This can happen in cases where DOTS

clients are asking DOTS servers for support in defending against attacks that they have already
detected and/or (partially) mitigated.

If attacks are already detected and categorized within a DOTS client domain, the DOTS server,
and its associated mitigation services, can proactively benefit from this information and
optimize the overall service delivery. It is important to note that DOTS client domains' and DOTS
server domains' detection and mitigation approaches can be different and can potentially result
in different results and attack classifications. The DDoS mitigation service treats the ongoing
attack details received from DOTS clients as hints and cannot completely rely on or trust the
attack details conveyed by DOTS clients.

In addition to the DOTS server directly using telemetry data as operational hints, the DOTS
server's security operation team also benefits from telemetry data. A basic requirement of
security operation teams is to be aware of and get visibility into the attacks they need to handle.
This holds especially for the case of ongoing attacks, where DOTS telemetry provides data about
the current attack status. Even if some mitigation can be automated, operational teams can use
the DOTS telemetry information to be prepared for attack mitigation and to assign the correct
resources (e.g., operation staff, networking resources, mitigation resources) for the specific
service. Similarly, security operations personnel at the DOTS client side ask for feedback about
their requests for protection. Therefore, it is valuable for DOTS servers to share DOTS telemetry
with DOTS clients.

Mutual sharing of information is thus crucial for "closing the mitigation loop" between DOTS
clients and servers. For the server-side team, it is important to confirm that the same attacks that
the DOTS server's mitigation resources are seeing are those for which a DOTS client is requesting
mitigation. For the DOTS client-side team, it is important to realize that the DOTS clients receive
the required service -- for example, understanding that "I asked for mitigation of two attacks, and
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my DOTS server detects and mitigates only one of them." Cases of inconsistency in attack
classification between DOTS clients and servers can be highlighted, and maybe handled, using the
DOTS telemetry attributes.

In addition, management and orchestration systems, at both the DOTS client and server sides,
can use DOTS telemetry as feedback to automate various control and management activities
derived from signaled telemetry information.

If the DOTS server's mitigation resources have the capabilities to facilitate the DOTS telemetry, the
DOTS server adapts its protection strategy and activates the required countermeasures
immediately (automation enabled) for the sake of optimized attack mitigation decisions and
actions. Discussion regarding the interface from the DOTS server to the mitigator to signal the
telemetry data is out of scope for this document.

3.2. Enhanced Detection

DOTS telemetry can also be used as input for determining what values to use for the tuning
parameters available on the mitigation resources. During the last few years, DDoS attack
detection technologies have evolved from threshold-based detection (that is, cases when all or
specific parts of traffic cross a predefined threshold for a certain period of time is considered as
an attack) to an "anomaly detection" approach. For the latter, it is required to maintain rigorous
learning of "normal" behavior, and an "anomaly" (or an attack) is identified and categorized
based on the knowledge about the normal behavior and a deviation from this normal behavior.
Statistical and artificial intelligence algorithms (e.g., machine learning) are used such that the
actual traffic thresholds are automatically calculated by learning the protected entity's normal
traffic behavior during 'idle' time (i.e., no mitigation is active). The normal traffic
characterization learned is referred to as the "normal traffic baseline". An attack is detected
when the victim's actual traffic is deviating from this normal baseline pattern.

In addition, subsequent activities toward mitigating an attack are much more challenging. The
ability to distinguish legitimate traffic from attacker traffic on a per-packet basis is complex. For
example, a packet may look "legitimate" and no attack signature can be identified. The anomaly
can be identified only after detailed statistical analysis. DDoS attack mitigators use the normal
baseline during the mitigation of an attack to identify and categorize the expected appearance of
a specific traffic pattern. Particularly, the mitigators use the normal baseline to recognize the
"level of normality"” that needs to be achieved during the various mitigation processes.

Normal baseline calculation is performed based on continuous learning of the normal behavior
of the protected entities. The minimum learning period varies from hours to days and even
weeks, depending on the protected applications' behavior. The baseline cannot be learned during
active attacks because attack conditions do not characterize the protected entities' normal
behavior.

If the DOTS client has calculated the normal baseline of its protected entities, signaling such
information to the DOTS server along with the attack traffic levels provides value. The DOTS
server benefits from this telemetry by tuning its mitigation resources with the DOTS client's
normal baseline. The DOTS server's mitigators use the baseline to familiarize themselves with the
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attack victim's normal behavior and target the baseline as the level of normality they need to
achieve. Fed with this information, the overall mitigation performance is expected to be
improved in terms of time to mitigate, accuracy, and false-negative and false-positive rates.

Mitigation of attacks without having certain knowledge of normal traffic can be inaccurate at
best. This is especially true for recursive signaling (see Section 3.2.3 of [RFC8811]). Given that DOTS
clients can be integrated in a highly diverse set of scenarios and use cases, this emphasizes the
need for knowledge of the behavior of each DOTS client domain -- especially given that common
global thresholds for attack detection can almost never be realized. Each DOTS client domain can
have its own levels of traffic and normal behavior. Without facilitating normal baseline
signaling, it may be very difficult for DOTS servers in some cases to detect and mitigate the
attacks accurately:

o [t is important to emphasize that it is practically impossible for the DOTS server's mitigators
to calculate the normal baseline in cases where they do not have any knowledge of the traffic
beforehand.

Of course, this information can be provided using out-of-band mechanisms or manual
configuration, at the risk of unmaintained information becoming inaccurate as the network
evolves and "normal" patterns change. The use of a dynamic and collaborative means between
the DOTS client and server to identify and share key parameters for the sake of efficient DDoS
protection is valuable.

3.3. Efficient Mitigation

During a high-volume attack, DOTS client pipes can be totally saturated. DOTS clients ask their
DOTS servers to handle the attack upstream so that DOTS client pipes return to a reasonable load
level (normal pattern, ideally). At this point, it is essential to ensure that the mitigator does not
overwhelm the DOTS client pipes by sending back large volumes of "clean traffic", or what it
believes is "clean". This can happen when the mitigator has not managed to detect and mitigate
all the attacks launched toward the DOTS client domain.

In this case, it can be valuable to DOTS clients to signal to DOTS servers the total pipe capacity,
which is the level of traffic the DOTS client domain can absorb from its upstream network. This is
usually the circuit size, which includes all the packet overheads. Dynamic updates of the
condition of pipes between DOTS agents while they are under a DDoS attack are essential (e.g.,
where multiple DOTS clients share the same physical connectivity pipes). The DOTS server should
activate other mechanisms to ensure that it does not allow the DOTS client domain's pipes to be
saturated unintentionally. The rate-limit action defined in [RFC8783] is a reasonable candidate to
achieve this objective; the DOTS client can indicate the type(s) of traffic (such as ICMP, UDP, TCP
port number 80) it prefers to limit. The rate-limit action can be controlled via the signal channel
[RFC9133] even when the pipe is overwhelmed.
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4. Design Overview

4.1. Overview of Telemetry Operations

The DOTS protocol suite is divided into two logical channels: the signal channel [RFC9132] and
data channel [RFC8783]. This division is due to the vastly different requirements placed upon the
traffic they carry. The DOTS signal channel must remain available and usable even in the face of
attack traffic that might, for example, saturate one direction of the links involved, rendering
acknowledgment-based mechanisms unreliable and strongly incentivizing messages to be small
enough to be contained in a single IP packet (Section 2.2 of [RFC8612]). In contrast, the DOTS data
channel is available for high-bandwidth data transfer before or after an attack, using more
conventional transport protocol techniques (Section 2.3 of [RFC8612]). It is generally preferable
to perform advance configuration over the DOTS data channel, including configuring aliases for
static or nearly static data sets such as sets of network addresses/prefixes that might be subject to
related attacks. This design helps to optimize the use of the DOTS signal channel for the small
messages that are important to deliver during an attack. As a reminder, the DOTS signal channel
and data channel both require secure communication channels (Section 11 of [RFC9132] and
Section 10 of [RFC8783]).

Telemetry information has aspects that correspond to both operational modes (i.e., signal
channel and data channel): there is certainly a need to convey updated information about
ongoing attack traffic and targets during an attack, so as to convey detailed information about
mitigation status and inform updates to mitigation strategy in the face of adaptive attacks.
However, it is also useful to provide mitigation services with a picture of normal or "baseline"
traffic toward potential targets to aid in detecting when incoming traffic deviates from normal
into being an attack. Also, one might populate a "database" of classifications of known types of
attacks so that a short attack identifier can be used during an attack period to describe an
observed attack. This specification does make provision for use of the DOTS data channel for the
latter function (Section 8.1.6) but otherwise retains most telemetry functionality in the DOTS
signal channel.

Note that it is a functional requirement to convey information about ongoing attack traffic
during an attack, and information about baseline traffic uses an essentially identical data
structure that is naturally defined to sit next to the description of attack traffic. The related
telemetry setup information used to parameterize actual traffic data is also sent over the signal
channel, out of expediency.

This document specifies an extension to the DOTS signal channel protocol. Considerations about
how to establish, maintain, and make use of the DOTS signal channel are specified in [RFC9132].

Once the DOTS signal channel is established, DOTS clients that support the DOTS telemetry
extension proceed with the telemetry setup configuration (e.g., measurement interval, telemetry
notification interval, pipe capacity, normal traffic baseline) as detailed in Section 7. DOTS agents
can then include DOTS telemetry attributes using the DOTS signal channel (Section 8.1). ADOTS
client can use separate messages to share with its DOTS server(s) a set of telemetry data bound to
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an ongoing mitigation (Section 8.2). Also, a DOTS client that is interested in receiving telemetry
notifications related to some of its resources follows the procedure defined in Section 8.3. ADOTS
client that receives such notifications can then decide to send a mitigation request if an attack
cannot be mitigated locally within the DOTS client domain.

Aggregate DOTS telemetry data can also be included in efficacy update (Section 9.1) or mitigation
update (Section 9.2) messages.

4.2. Block-Wise Transfers

DOTS clients can use a block-wise transfer [RFC7959] with the recommendation detailed in
Section 4.4.2 of [RFC9132] to control the size of a response when the data to be returned does not
fit within a single datagram.

DOTS clients can also use the Constrained Application Protocol (CoAP) Block1 Option in a PUT
request (Section 2.5 of [RFC7959]) to initiate large transfers, but these Block1 transfers are likely
to fail if the inbound "pipe" is running full because the transfer requires a message from the server
for each block, which would likely be lost in the incoming flood. Consideration needs to be made
to try to fit this PUT into a single transfer or to separate out the PUT into several discrete PUTs
where each of them fits into a single packet.

Q-Block1 and Q-Block2 Options that are similar to the CoAP Block1 and Block2 Options, but
enable robust transmissions of big blocks of data with less packet interchanges using NON
messages, are defined in [RFC9177]. DOTS implementations can consider the use of Q-Block1 and
Q-Block2 Options [DOTS-Robust-Blocks].

4.3. DOTS Multihoming Considerations

Considerations for multihomed DOTS clients to select which DOTS server to contact and which IP
prefixes to include in a telemetry message to a given peer DOTS server are discussed in [DOTS-
Multihoming]. For example, if each upstream network exposes a DOTS server and the DOTS client
maintains DOTS channels with all of them, only the information related to prefixes assigned by
an upstream network to the DOTS client domain will be signaled via the DOTS channel
established with the DOTS server of that upstream network.

Considerations related to whether (and how) a DOTS client gleans some telemetry information
(e.g., attack details) it receives from a first DOTS server and shares it with a second DOTS server
are implementation and deployment specific.

4.4. YANG Considerations

Telemetry messages exchanged between DOTS agents are serialized using Concise Binary Object
Representation (CBOR) [RFC8949]. CBOR-encoded payloads are used to carry signal-channel-
specific payload messages that convey request parameters and response information such as
errors.
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This document specifies a YANG module [RFC7950] for representing DOTS telemetry message
types (Section 11.1). All parameters in the payload of the DOTS signal channel are mapped to
CBOR types as specified in Section 12. As a reminder, Section 3 of [RFC9132] defines the rules for
mapping YANG-modeled data to CBOR.

The DOTS telemetry module (Section 11.1) is not intended to be used via the Network
Configuration Protocol (NETCONF) / RESTCONF for DOTS server management purposes. It serves
only to provide a data model and encoding following [RFC8791]. Server deviations (Section 5.6.3
of [RFC7950]) are strongly discouraged, as the peer DOTS agent does not have the means to
retrieve the list of deviations and thus interoperability issues are likely to be encountered.

The DOTS telemetry module (Section 11.1) uses "enumerations” rather than "identities" to define
units, samples, and intervals because otherwise the namespace identifier "ietf-dots-telemetry"
must be included when a telemetry attribute is included (e.g., in a mitigation efficacy update). The
use of "identities" is thus suboptimal from the standpoint of message compactness, as message
compactness is one of the key requirements for DOTS signal channel messages.

The DOTS telemetry module (Section 11.1) includes some lists for which no "key" statement is
included. This behavior is compliant with [RFC8791]. The reason for not including these keys is
that they are not included in the message body of DOTS requests; such keys are included as
mandatory Uri-Paths in requests (Sections 7 and 8). Otherwise, whenever a "key" statement is
used in the module, the same definition as the definition provided in Section 7.8.2 of [RFC7950] is
assumed.

Some parameters (e.g., low-percentile values) may be associated with different YANG types (e.g.,
decimal64 and yang:gauge64). To easily distinguish the types of these parameters while using
meaningful names, the following suffixes are used:

Suffix YANG Type Example

-g yang:gauge64 low-percentile-g
-C container connection-c
-ps per second connection-ps

Table 1: Suffixes and YANG Types

The full tree diagram of the DOTS telemetry module can be generated using the "pyang" tool
[PYANG]. That tree is not included here because it is too long (Section 3.3 of [RFC8340]). Instead,
subtrees are provided for the reader's convenience.

In order to optimize the data exchanged over the DOTS signal channel, this document specifies a
second YANG module ("ietf-dots-mapping"; see Section 11.2) that augments the DOTS data
channel [RFC8783]. This augmentation can be used during 'idle' time to share the attack mapping
details (Section 8.1.5). DOTS clients can use tools, e.g., the YANG Library [RFC8525], to retrieve the
list of features and deviations supported by the DOTS server over the data channel.
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5. Generic Considerations

5.1. DOTS Client Identification

Following the rules in Section 4.4.1 of [RFC9132], a unique identifier is generated by a DOTS client
to prevent request collisions (‘cuid’).

As a reminder, Section 4.4.1.3 of [RFC9132] forbids 'cuid' to be returned in a response message
body.

5.2. DOTS Gateways

DOTS gateways may be located between DOTS clients and servers. The considerations elaborated
in Section 4.4.1 of [RFC9132] must be followed. In particular, the 'cdid’ attribute is used to
unambiguously identify a DOTS client domain.

As a reminder, Section 4.4.1.3 of [RFC9132] forbids 'cdid’ (if present) to be returned in a response
message body.

5.3. Uri-Path Parameters and Empty Values

Uri-Path parameters and attributes with empty values MUST NOT be present in a request. The
presence of such an empty value renders the entire containing message invalid.

5.4. Controlling Configuration Data

The DOTS server follows the same considerations discussed in Section 4.5.3 of [RFC9132] for
managing DOTS telemetry configuration freshness and notifications.

Likewise, a DOTS client may control the selection of configuration and non-configuration data
nodes when sending a GET request by means of the 'c' (content) Uri-Query option and following
the procedure specified in Section 4.4.2 of [RFC9132]. These considerations are not reiterated in
the following sections.

5.5. Message Validation

The authoritative references for validating telemetry messages exchanged over the DOTS signal
channel are Sections 7, 8, and 9 together with the mapping table provided in Section 12. The
structure of telemetry message bodies is represented as a YANG data structure (Section 11.1).

5.6. A Note about Examples

Examples are provided for illustration purposes. This document does not aim to provide a
comprehensive list of message examples.

Boucadair, et al. Standards Track Page 13


https://www.rfc-editor.org/rfc/rfc9132#section-4.4.1
https://www.rfc-editor.org/rfc/rfc9132#section-4.4.1.3
https://www.rfc-editor.org/rfc/rfc9132#section-4.4.1
https://www.rfc-editor.org/rfc/rfc9132#section-4.4.1.3
https://www.rfc-editor.org/rfc/rfc9132#section-4.5.3
https://www.rfc-editor.org/rfc/rfc9132#section-4.4.2

RFC9244 DOTS Telemetry June 2022

JSON encoding of YANG-modeled data is used to illustrate the various telemetry operations. To
ease readability, parameter names and their JSON types are thus used in the examples rather than
their CBOR key values and CBOR types following the mappings in Section 12. These conventions
are inherited from [RFC9132].

The examples use Enterprise Number 32473, which is defined for documentation use; see
[RFC5612].

6. Telemetry Operation Paths

As discussed in Section 4.2 of [RFC9132], each DOTS operation is indicated by a path suffix that
indicates the intended operation. The operation pathis appended to the path prefix to form the
URI used with a CoAP request to perform the desired DOTS operation. The following telemetry
path suffixes are defined (Table 2):

Operation Operation Path  Details
Telemetry Setup  /tm-setup Section 7
Telemetry /tm Section 8

Table 2: DOTS Telemetry Operations

Consequently, the "ietf-dots-telemetry” YANG module defined in Section 11.1 defines a data
structure to represent new DOTS message types called 'telemetry-setup' and 'telemetry'. The tree
structure is shown in Figure 1. More details are provided in Sections 7 and 8 about the exact
structure of 'telemetry-setup' and 'telemetry’ message types.

structure dots-telemetry:
+-- (telemetry-message-type)?
+--:(telemetry-setup)

4oo telemetry* []

|

|

|

| +-- (setup-type)?

| +--:(telemetry-config)
| |

I +--:(pipe)
|

|

+

+——;iBaseline)
——:(telemetéyj

Figure 1: New DOTS Message Types (YANG Tree Structure)

DOTS implementations MUST support the Observe Option [RFC7641] for 'tm' (Section 8).
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7. DOTS Telemetry Setup Configuration

In reference to Figure 1, a DOTS telemetry setup message MUST include only telemetry-related
configuration parameters (Section 7.1), information about DOTS client domain pipe capacity
(Section 7.2), or information about the telemetry traffic baseline (Section 7.3). As such, requests
that include a mix of telemetry configuration, pipe capacity, and traffic baseline information
MUST be rejected by DOTS servers with a 4.00 (Bad Request) Response Code.

ADOTS client can reset all installed DOTS telemetry setup configuration data following the
considerations detailed in Section 7.4.

ADOTS server may detect conflicts when processing requests related to DOTS client domain pipe
capacity or telemetry traffic baseline information with requests from other DOTS clients of the
same DOTS client domain. More details are included in Section 7.5.

Telemetry setup configuration is bound to a DOTS client domain. DOTS servers MUST NOT expect
DOTS clients to send regular requests to refresh the telemetry setup configuration. Any available
telemetry setup configuration is valid until the DOTS server ceases to service a DOTS client
domain. DOTS servers MUST NOT reset 'tsid' because a session failed with a DOTS client. DOTS
clients update their telemetry setup configuration upon change of a parameter that may impact
attack mitigation.

DOTS telemetry setup configuration request and response messages are marked as Confirmable
messages (Section 2.1 of [RFC7252]).

7.1. Telemetry Configuration

DOTS telemetry uses several percentile values to provide a picture of a traffic distribution overall,
as opposed to just a single snapshot of observed traffic at a single point in time. Modeling raw
traffic flow data as a distribution and describing that distribution entails choosing a
measurement period that the distribution will describe, and a number of sampling intervals, or
"buckets", within that measurement period. Traffic within each bucket is treated as a single event
(i.e., averaged), and then the distribution of buckets is used to describe the distribution of traffic
over the measurement period. A distribution can be characterized by statistical measures (e.g.,
mean, median, and standard deviation) and also by reporting the value of the distribution at
various percentile levels of the data set in question (e.g., "quartiles" that correspond to 25th, 50th,
and 75th percentiles). More details about percentile values and their computation are found in
Section 11.3 of [RFC2330].

DOTS telemetry uses up to three percentile values, plus the overall peak, to characterize traffic

distributions. Which percentile thresholds are used for these "low-percentile”, "mid-percentile",
and "high-percentile” values is configurable. Default values are defined in Section 7.1.2.
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